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Abstract

The problem of con®ned, mixed convection air¯ow generated by two non-isothermal plane wall jets was
investigated numerically and experimentally. Measurements of the velocity and temperature ®elds in a 1 � 1 m2

cross-section cavity are reported. Eight low-Reynolds-number k±e turbulence models were comparatively tested,
together with a simpli®ed version of the two-layer wall-function model of Chieng and Launder. Particular attention
was given to the mean and turbulent quantities across the wall jet ¯ows, and to the evaluation of the wall heat
transfer. The low-Re model of Nagano and Hishida provided satisfactory results, which were still improved with

two further modi®cations. # 1999 Elsevier Science Ltd. All rights reserved.

1. Introduction

The numerical simulation of air ¯ow and heat trans-

fer processes is presently a most valuable method of

analysis for the design of indoor environments.

Provided the pertinent approximations and boundary

conditions are properly used, the accuracy of the nu-

merical approach relies mainly on the ability of the as-

sociated turbulence model to reproduce the turbulent

features of momentum and heat transport.

As reviewed by Chen and Jiang [1], the standard k±e
turbulence model [2] has been widely used to study the

®eld distributions of air velocity, temperature, turbu-

lence intensity, relative humidity, contaminant concen-

tration and the air quality within ventilated rooms.

Yielding reasonable results in many applications, it

became most attractive for engineers in this ®eld, since

it is easy to program and generally ensures a robust

and convergent behaviour of the calculation procedure.

However, this model should be restricted to regions of
fully turbulent ¯ow, while the near-wall layers of vis-

cous-a�ected ¯ow are bridged by the use of logarith-

mic wall-functions. These functions stand on the

assumption of attached boundary-layer or channel

¯ows, therefore lacking the theoretical basis to be

applied in the prediction of separating, reattaching or

recirculating turbulent ¯ows. Nevertheless, such high-

turbulence-Reynolds-number formulation of the k±e
model has been frequently used and critically evaluated

in the numerical prediction of convective heat transfer

in complex turbulent ¯ows, either with the standard,

or with improved or ad hoc modi®ed wall-functions

[3±6]. In contrast with what has been commonly
accepted, predictions with the high-Re k±e model can

be signi®cantly improved in certain complex ¯ow

problems, provided that wall-re®ned grids are used

together with two- or three-layer wall-functions [7].

In many situations of room ventilation, velocities
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Nomenclature

A test cavity half-width [m]
B width of guard cavities [m]
Ce1,Ce2,

Ce3, Cm

constants of turbulence model

d, dj jet slot width [m]
Dk, Ee extra-terms in the k and e equations
fm, f1, f2 functions of low-Re k±e models
Frg global Froude number

{=Uc/[ gbH(ToÿTh)]
1/2 }

Frj jet Froude number
{=Uj/[ gbdj(TvÿTh)]

1/2}
gi gravitational acceleration in the i-direction

[m sÿ2]
Gk rate of buoyancy production/destruction

of turbulence kinetic energy [m2 sÿ3]
H height of the cavity [m]

H � height of the left wall (=Hÿdh) [m]
It turbulence intensity {=[(u '2+v '2)/2]1/2/Uc,

from measurements;

or =(2k/3)1/2/Uc, from calculations}
k turbulence kinetic energy (=u 'iu 'i/2)

[m2 sÿ2]
L length of the cavity [m]
Lc characteristic length (=dh+dv) [m]
mÇ mass ¯ow rate [kg sÿ1]
Nuy local Nusselt number on the left wall

NuLeft average Nu number on the left wall:

NuLeft � 1

H �

�H �

0

Nuy dy;

Nuy �
����ÿ H

DTv

@T

@x

����
x�0

p pressure [N mÿ2]
pef =p+ 2/3 � rk, for numerical convenience

[N mÿ2]
Pk rate of shear production of k [m2 sÿ3]
Pr/Prt molecular/turbulent Prandtl number

Reg global Reynolds number
(=UcLc/n )

Rej jet Reynolds number (=Ujdj/n )
Ren turbulence Reynolds number (=k 1/2xn/n )
Ret local-turbulence Reynolds number

�� k2=n~e �
S1, . . .S5 monitoring locations (cf. Fig. 1(b))
Sf source-term in the di�erential Eq. (1)
T temperature [8C]
Tref reference temperature [=(Th+Tv)/2] [8C]
u, v mean velocity components (cf. Fig. 1(b))

[m sÿ1]
ui mean velocity in the i-direction [m sÿ1]

um, vm average values of velocity pro®les [m sÿ1]
ut friction velocity [=(tw/r )

1/2] [m sÿ1]
Uc characteristic velocity scale

{=(Uhdh+Uvdv)/(dh+dv)} [m sÿ1]
Uh (Uv) horizontal (vertical) jet velocity [m sÿ1]
Urm maximum velocity in the return ¯ow

[m sÿ1]
vÇ jet discharge air¯ow rate [m3 sÿ1]
_V air¯ow rate in the closed circuit (cf. Fig. 2)

[m3 sÿ1]
x, y spatial coordinates (cf. Fig. 1) [m]
xn normal distance to the nearest wall [m]
x+
n dimensionless wall-distance (=utxn/n ).

Greek symbols
a molecular thermal di�usibility [m2 sÿ1]
at turbulent thermal di�usibility [m2 sÿ1]
b thermal expansion coe�cient [Kÿ1]
DTv characteristic temperature

??di�erence (=TvÿTh)
e, ~e dissipation rate of k (~e � e�Dk) [m

2 sÿ3]
f generic variable
Gf di�usibility in mean-¯ow equations
k von Karman constant (=0.4187)

n molecular kinematic viscosity [m2 sÿ1]
nt turbulent kinematic viscosity [m2 sÿ1]
m ¯uid dynamic viscosity (=rn ) [N s mÿ2]
Y dimensionless temperature [=(TÿTh)/

(TvÿTh)]
r ¯uid density [kg mÿ3]
sk, se constants of turbulence model
tt turbulent shear stress (=ÿru 'v ') [N mÿ2]
tw wall shear stress {=m(du/dxn)w} [N mÿ2]
c stream function [m2 sÿ1] (dimensionless:

C=c/(UcLc)).

Superscripts
' ¯uctuating quantity

+ dimensionless wall variables.

Subscripts
h horizontal jet
in inlet condition

i, j spatial indices
j generic jet
n direction normal to a surface

out outlet condition
t turbulent
v vertical jet
w wall condition

1 ®rst inner grid point.
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are small and wall-bounded ¯ow layers are neither

fully turbulent and well developed, nor completely

laminar. Turbulence models that account for low-

Reynolds-number and near-wall turbulence decay

e�ects should therefore be considered. During the last

two decades, over a dozen di�erent proposals of `low-

Re' (or `near-wall') tXurbulence models, mostly of the

k±e type, have been published and extensively tested in

a variety of isothermal boundary layer problems [8], as

well as in natural [9±12] and forced convection ¯ow

con®gurations [13,14]. The application of such models

to mixed convection internal ¯ows has however been

scarcer [15], particularly within the low velocity and

turbulence limits that are presently imposed by thermal

comfort requirements in room ventilation [16,17].

In a previous work by the authors [18], the two-

dimensional recirculating ¯ow generated by two non-

isothermal low-velocity wall jets inside a cavity was

investigated both experimentally and numerically for

one parameter con®guration in a mixed convection

regime. The physical model can be classi®ed as a mix-

ing ¯ow ventilation system, where fresh air is horizon-

tally injected adjacent to the ceiling and heat is

supplied by a warm vertical wall jet at the ¯oor level.

The velocity and temperature measurements obtained

from a laboratory set-up were used for a preliminary

validation of three di�erent turbulence models, namely

the standard high-Re k±e model [2] with the two-layer

wall-functions and the low-Re k±e models of Jones and

Launder [19,20] and its modi®ed version by Launder

and Sharma [21]. Somehow surprisingly, since it is not

conceptually recommended for the prediction of low

turbulence ¯ows or to be used with a near-wall re®ned

grid, the former performed globally better than the

two latter.

The present study retrieves a direct sequence of that

work [22], by further exploring several other versions

of the low-Re k±e turbulence model, ®ve of which were

recently used by Hsieh and Chang [14] to study wall

heat transfer problems in pipe-expansion ¯ows. The

`near-wall model for high-Reynolds-numbers' of

Chieng and Launder [3], incorporating a simpli®ed, yet

consistent formulation of two-layer wall-functions, is

also used in the same near-wall re®ned grid. Numerical

results are presented for the two-jet ¯ow problem that

was experimentally investigated by the present authors

(test-case ), as well as for two further mixed convection

¯ow con®gurations that are documented in the litera-

ture. With reference to the experimental data, the per-

formance of the di�erent turbulence models is

assessed, mainly by comparing the predicted pro®les at

some representative locations in the ¯ow domain.

2. Experimental apparatus and procedure

2.1. Laboratory assembly and experimental model

The experimental apparatus was designed so as to
generate two-dimensional ¯ow and temperature ®elds,
in order to provide a laboratory reference for vali-

dation of corresponding two-dimensional calculation
procedures.
Experiments were performed on a laboratory model

composed of a 1040 � 1040 � 700 mm cavity equipped
with two inlet slots (20 mm wide) and one outlet slot
(24 mm wide), as sketched in Fig. 1(a). This cavity was
divided into three identical smaller ones, the central

working cavity (300 mm wide), where measurements
were performed, and two side cavities (200 mm wide
each), where ¯ow and temperature ®elds similar to

those in the working cavity were reproduced. The inlet
slots allowed the discharge of two perpendicular air
jets into the model: the warm air vertical wall jet at the

¯oor level, and the cold air horizontal wall jet beneath
the ceiling, both at the coordinate x/L = 0.
Every wall of dimensions L � H (parallel to the xOy

plane) was made of transparent 1.5 mm plexiglass,

thus providing a wide optical access to the test section.
The two walls separating the central from the guard
cavities were considered to be adiabatic. Each of the

four thermally active walls (x/L = 0 and 1, y/H = 0
and 1) was built up with hollow rulers of polished
aluminium and acted as an independent ¯at heat

exchanger, maintained at a constant and uniform tem-
perature by the use of controlled temperature water
which ¯owed in a chicane circuit. The water ¯ow rate

was oversized to ensure that no signi®cant temperature
gradient could prevail anywhere on the wall surface.
Under these conditions, the imposed wall surface tem-
perature could be chosen between 10 and 508C with a

precision of 0.258C. A 15 mm wide slot was provided
at the top wall ( y/H= 1) for the passage of a tem-
perature probe and its displacement in a xOy plane.

At the x/L = 1 vertical wall, a narrow glass window
allowed the introduction of a light sheet for ¯ow
visualization in the test cavity.

Care was taken to ensure that variations of the ¯ow
and thermal ®elds in the spanwise direction were
reduced to the lowest possible values. Unfortunately,
this was only partially achieved. As reported in Section

5, some three-dimensional e�ects were always detected,
which were mainly due to the interaction of the hori-
zontal and vertical jets. Exploratory tests on the

dynamic ®eld were performed in a cavity with the
whole width of the model (700 mm) but similar 3D
e�ects were still observed. The presence of the guard

cavities is thus justi®ed only by thermal arguments.
The laboratory assembly is schematically represented

in Fig. 2, where the di�erent subsystems can be ident-
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i®ed: the experimental model, the LDA system with its

optical and electronic arrangements, one of the water

circuits for the temperature control in the thermally

active walls, and one (of the two identical) air circuits.

In each of these, the air was made to circulate in a

closed circuit, going through a water±air heat ex-

changer at a rate _V signi®cantly greater than that of

the respective jet discharge, vÇ , thus creating the necess-

ary inertia for reasonable stability and uniformity of

the air velocity and temperature distributions along the

jet slot. Filtered ambient air for both circuits was

taken into a common mixing chamber, where it was

seeded with ®ne oil particles, as required for LDA

measurements. The mean jet velocity was varied and

controlled by means of a manual valve and a cali-

brated Pitot tube. The air for injection was made to

pass through a porous medium and a honeycombed

structure in order to provide uniform velocity along

each jet slot. Preliminary measurements made on the

free jet issuing from each slot (before ®tting up in the

cavity) veri®ed that the two-dimensionality of the

mean axial velocity and temperature pro®les taken

along the slot centerline was within 26 and 0.5% of

the respective mean values.

Velocity measurements were performed with a two-

component laser-DoÈ ppler anemometer, in a di�erential

mode and forward scattering con®guration which

allowed to measure simultaneously both the horizontal

and the vertical time-mean velocity components pro-
jected on a xOy plane and the respective mean square
¯uctuations. The local air temperature was measured

with a calibrated 25 mm K-type thermocouple probe
that could sweep a xOy plane in the central cavity.
Both the LDA optical device and the temperature

probe were moved by means of two independent
micrometric displacement devices, which ensured a
positioning error lower than 1 mm. The size of the
laser beam control volume was 0.15 � 1 mm.

Electronic noise was eliminated by ®ltering. The nom-
inal accuracy of the measurement systems was 5% for
both velocity components and 0.18C for the tempera-

ture. The deviation from isothermality of the walls was
lower than 0.28C (di�erence between the water inlet
and outlet temperatures).

3. Numerical method

The ¯ow con®guration studied is schematically rep-
resented in Fig. 1(b). To simplify the problem, the con-
®ned turbulent air¯ow was considered to be two-

dimensional, incompressible, steady-state in mean and
the Boussinesq approximation [23] was assumed for
the ¯uid physical properties.

Fig. 1. (a) Con®guration and dimensions (in mm) of the experimental model and the coordinate system adopted. (b) Sketch of the

¯ow geometry in the test cavity cross section and di�erent locations S1±S5 selected for monitoring purposes.
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3.1. Mean ¯ow and turbulence modelling equations

The ¯ow simulation procedure is based on the sol-
ution of the ®nite-di�erence time-averaged equations
expressing the conservation of mass, momentum and
thermal energy. Turbulent ¯uxes are modelled under

the assumption of turbulent di�usivities, thus implying
the solution of two further transport equations for the
turbulent kinetic energy, k, and its dissipation rate, e
(or ~e , as will be seen below). Together with the usually
called Prandtl±Kolmogorov relation for the turbulent
viscosity, nt � fmCmk

2=~e , they form a complete set of

equations and can be reduced to the general form (cf.
Nomenclature for further symbol identi®cation):

@

@x j
�ujf� � @

@x j

�
Gf

@f
@x j

�
� Sf, �1�

where the di�usibility Gf and the source-term Sf take
the di�erent meanings indicated in Table 1, according

to the dependent variable represented by f.
The terms Pk and Gk in the k and e equations rep-

resent, respectively, the rates of shear production and

buoyancy production/destruction of turbulence energy.
They are modelled by:

Pk � nt

�
@ui
@x j
� @uj
@x i

�
@ui
@x j

�2�

Gk � gjb
nt

Prt

@T

@x j
�3�

As speci®ed in Table 1, the transport equations are
written in the low-Re form of the k±e model, extended
to account for buoyancy e�ects on the turbulence pro-
duction/destruction by the addition of terms with Gk

in the k and e equations. They di�er from their basic
version in the high-Re model [2] by the inclusion of (i)
the viscous di�usion terms in all transport equations,

(ii) the modifying functions f that make the terms con-
taining constants C dependent upon the local level of
turbulence and, in some cases, (iii) additional terms

denoted by Dk and Ee to better represent the near-wall
behaviour of turbulence. Also, the use of ~e � e�Dk as
the `dissipation variable' is here adopted for generality

Fig. 2. Schematic diagram of the experimental assembly.
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and for the computational convenience of taking ~e � 0
at the wall.

3.2. Boundary conditions

3.2.1. Jet inlet conditions

Local values of the measured pro®les were assigned
to the velocity components u and v and temperature T
at both jet inlet sections, using conveniently ®tted poly-

nomial functions; k and e were speci®ed via

kin � 1:5I 2
tin
U 2

c �4�

~e in � k3=2in =Le �5�

respectively, where Itin {=[(u '2+v '2)/2]1/2/Uc} means
the local turbulence intensity pro®le measured for each
jet (j) and Le is a length scale for dissipation, taken

here as dj/2.
By exploratory calculations for the test-case con-

®guration (Rej 1 700, see Section 5.1), it was veri®ed
that, for levels of Itin < 10%, the ¯ow ®eld solutions

were rather insensitive to the assumed distributions
and precise values of k and e at the inlet sections. In
fact, the transport equations of those variables are

source-term dominated, and the global level of turbu-
lence intensity in the ¯ow domain is mainly established
by the strong shear production of k in the early mixing

layer of the jets. In contrast, the shape of the stream-
wise velocity inlet pro®les was observed to signi®cantly
a�ect the growth of the jets and the local wall heat

transfer rate up to a distance of 25 to 30 slot widths.

3.2.2. Exit conditions
Zero normal gradients were speci®ed at the exit sec-

tion for all variables, except for u which was iteratively
speci®ed to ensure overall mass balance, on the basis
of the mass ¯ow rate evaluated at the row of

upstream-neighbour nodes (niÿ1):
uni, j � uniÿ1, j � fu, j � jout1 , . . . , jout2 �6�

where

fu � _m in

_m out,niÿ1
, with _m out,niÿ1

�
 �do

0

ru dy

!
x�Lÿdx

1r
Xjout2

jout1

�uniÿ1,j � Dyj�:

In spite of the remarkable changes of the ¯ow proper-

ties in the close vicinity of the outlet section, the use of
these exit conditions did ensure physical realism of the
results and provided a good convergence rate of the
computations. This is due to the very small grid

spacing in the x-direction (dx 1 0.2 mm) and to the
absence of ¯ow recirculation at the exit section. The
exit condition (@2f/@x2)vout=0 was alternatively tested

for f=v, T, k and ~e , but it implied a much slower
convergence rate and no signi®cant changes were
observed in the results.

3.2.3. Wall boundary conditions
The temperature value was speci®ed on the isother-

mal solid walls, where the no-slip condition was
assigned for velocity. The wall boundary conditions
applied to k and ~e are speci®c of the version of the k±e
model used and are included in Table 2.

3.3. Numerical solution procedure

The partial di�erential equations were discretized
using the ®nite volume method described in [24]. The
convective ¯uxes at each control volume face were

approached using the hybrid central/upward di�erence
scheme. The velocities and pressures were iteratively
calculated by the SIMPLEC algorithm, with the
enhancements recommended in [25], and the discretized

equations were solved by a tri-diagonal matrix algor-
ithm. Calculations were performed on a 70 � 70 non-
uniform staggered grid with 16 points in the jet inlet

sections, where the ®rst `scalar' point was located at a
wall distance of 0.09 mm (in the test-case, x+

n1
< 0.45

along all the walls). Numerical tests showed that this

grid yielded nearly grid-independent solutions for the
test-case, as compared to a 80 � 80 ®ner mesh. The
criteria for convergence were: (i) normalized sum of

Table 1

Values of Gf and Sf in the general transport Eq. (1)

Transported property f Gf Sf

Mass 1 0 0

Momentum in i-direction ui nef � n� nt � n� fmCm
k2

~e ÿ 1
r
@ pef

@ x i
ÿ gib�Tÿ Tref � � @

@ x j
�nef

@ uj
@ x i
�

Thermal energy T aef � n
Pr � nt

Prt
0

Turbulent kinetic energy k n� nt

sk
Pk � Gk ÿ ~e �Dk

Dissipation rate of k ~e n� nt

se
~e
k � f1Ce1Pk ÿ f2Ce2~e � Ce1Ce3Gk� � Ee
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the absolute residuals for the discretized equations
R5 � 10ÿ5; (ii) maximum normalized iterative change

of all variables R5 � 10ÿ5; (iii) relative iterative
change of the outlet temperature R0.01% and (iv)
overall energy balance satis®ed to within 0.05% of the

thermal energy conveyed into the cavity by the jets.

3.4. Versions of k±e turbulence model

Eight di�erent versions of the low-Re k±e model
were considered for comparison, namely the models of
Jones and Launder (JL) [19,20], Launder and Sharma
(LS) [21], Lam and Bremhorst (LB) [26], To and

Humphrey [27,28], Nagano and Hishida (NH) [29],
Nagano and Tagawa (NT) [30], Myong and Kasagi
(MK) [31] and Davidson (D) [10]. The constants, mod-

ifying functions and extra-terms that identify each ver-
sion are listed in Table 2, together with the
corresponding k and e wall-boundary conditions. The

values Cm=0.09 and se=1.3 were used for all models,
following the original proposals; Prt and Ce3 were
ascribed the constant values of 0.9 and 1.0, respect-

ively, in all but model TH, where Ce3=0.7/Ce1 was

used following its authors [28]. The original wall-

boundary condition ~ew � n�@ 2k=@x 2
n� proposed by

Lam and Bremhorst [26] has been replaced here by

�@ ~e=@x n�w � 0 (LB1), as adopted by Patel et al. [8].

Most of the above mentioned low-Re k±e models

were formerly proposed and tested for isothermal

(LB1, NH, NT, MK) or forced convection (JL, LS)

¯ows. Models TH and D were the only clearly

designed by their authors for the numerical simulation

of free and mixed convection ¯ows, by incorporating

the thermal buoyancy terms in the turbulence trans-

port equations. In di�erent ways, both were prepared

to handle strong wall heat ¯uxes and large density

variations. Model TH, in particular, is here represented

in a rather reduced, simple form, if compared to the

original one which included additional density ¯uctu-

ation terms in the k and e equations, in a variable-

¯uid-properties transient formulation. All low-Re k±e
models listed in Table 2 are nowadays called conven-

tional, as they su�er from at least one of two draw-

backs, only overcome by the most recent proposals

Table 2

Constants, wall-boundary conditions (BC) for k and ~e , modifying functions and extra-terms for the turbulence models used in the

present study: in model TH, the factor [1ÿexp(ÿRe 2t )] in f2 is applied only when x+
n R 5

Model Code Ce1 Ce2 Ce3 sk kw BC ~ew BC

Jones±Launder JL 1.44 1.92 1.0 1.0 0 0

Launder±Sharma LS 1.44 1.92 1.0 1.0 0 0

Nagano±Hishida NH 1.45 1.9 1.0 1.0 0 0

Nagano±Tagawa NT 1.45 1.9 1.0 1.4 kw=(@k/@xn)w=0 n(@2k/@x 2
n)

Myong±Kasagi MK 1.4 1.8 1.0 1.4 kw=(@k/@xn)w=0 n(@2k/@x 2
n)

To±Humphrey TH 1.44 1.92 0.7/Ce1 1.0 0 2n�@ ���
k
p
=@x n�2

Lam±Bremhorst LB1 1.44 1.92 1.0 1.0 0 �@ ~e=@x n�w � 0

Davidson D 1.44 1.92 1.0 1.0 0 �@ ~e=@x n�w � 0

Chieng±Launder (high-Re ) CL 1.44 1.92 1.0 1.0 (@k/@xn)w=0 ~e 1 � 2nk1=x 2
n1

Code fm f1 f2 Dk Ee

JL exp� ÿ2:51�Ret=50
� 1 1ÿ0.3 exp(ÿRe 2t ) ÿ2n� @

��
k
p
@ x j
�2 2nnt� @ 2ui

@ x j@ x k
�2

LS exp� ÿ3:4
�1�Ret=50�2 � 1 1ÿ0.3 exp(ÿRe 2t ) ÿ2n� @

��
k
p
@ x j
�2 2nnt� @ 2ui

@ x j@ x k
�2

NH �1ÿ exp�ÿx �n26:5 ��2 1 1ÿ0.3 exp(ÿRe 2t ) ÿ2n� @
��
k
p
@ x j
�2 nnt�1ÿ fm�� @ 2ui

@ x j@ x k
�2

NT [1ÿexp(ÿx+
n /26)]2 � (1+4.1/Re 3/4t ) 1 {1ÿ0.3 exp[ÿ(Ret/6.5)2]} � [1ÿexp(ÿx+

n /6)]2 0 0

MK [1ÿexp(ÿx+
n /70)] � (1+3.45/Re 1/2t ) 1 {1ÿ2/9 exp[ÿ(Ret/6)2]} � [1ÿexp(ÿx+

n /5)]2 0 0

TH exp� ÿ2:51�Ret=50
� 1 [1ÿ0.3 exp(ÿRe 2t )] � [1ÿexp(ÿRe 2t )] 0 0

LB1 [1ÿexp(ÿ0.0165Ren)]2 � (1+20.5/Ret) 1� � 0:05fm
�3 1ÿexp(ÿRe 2t ) 0 0

D exp� ÿ3:4
�1�Ret=50�2 � 1� � 0:14fm

�3 [1ÿ0.27 exp(ÿRe 2t )] � [1ÿexp(ÿRen)] 0 0

CL 1 1 1 0 0
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[32±35]: (i) only models NT and MK are able to repro-

duce the correct near-wall limiting behaviour of turbu-

lence in the viscous sublayer of wall boundary layers,

represented by ÿu 'v 'A x 3
n, ntA x 3

n, kA x 2
n and e4 ew

as xn 4 0 [36]; (ii) models NH, NT and MK are sub-

ject to a singular problem thus leading to the predic-

tion of an unrealistic local minimum of the wall heat

transfer near points of ¯ow reattachment.

In the present study, the dissipation variable ~e ��
e�Dk� was used in models JL, LS and NH through-

out the calculation domain, without any restrictions.

From the results given by these three models (e.g., ver-

tical jet at y/H= 0.5 in the test-case ), it was veri®ed

that the magnitude of the term Dk is signi®cant only in

the very near-wall region comprised in 0<x�n R10,

where it was also observed that �@ k
p
=@x n�r0. This is

in agreement with the considerations found in recent

studies, namely: ~e becomes identical to e for x+
n >15

[35], and ~e should be used as long as �@ k
p
=@x n�r0,

otherwise Dk=0 [34].

It should be noticed that the high-Re form of the

model equations is recovered for high turbulence

Reynolds numbers Ret, where functions f and the

extra-terms Dk and EE reach their asymptotic values

fm=f1=f2=1 and Dk=Ee=0. This can be seen in

Table 2 for model CL, the so-called `near-wall model

for high Reynolds numbers' proposed by Chieng and

Launder [3]. The corresponding two-layer wall-func-

tion procedure was here implemented with the simpli®-

cations referred in [5], namely the assumption that the

turbulent energy and shear stress are essentially uni-

form over the fully turbulent ¯ow region of the near-

wall cell.

In this work, the calculations with the CL (high-Re )

model were performed with the same ®ne grid in order

to keep identical conditions for comparison with the

other models. The major interest of this experience was

to show that this model, without any `low-Re' modi®-

cations except for the inclusion of the molecular dif-

fusion term for all dependent variables, provided

results with an overall equivalent quality. Using that

®ne grid, it was veri®ed for the test-case con®guration

that all the wall-adjacent nodes lay well inside the vis-

cous sublayer, where linear pro®les for u and T prevail

(u+=y+, T+=Pr y+). Under these conditions, the

wall-functions derived from the logarithmic pro®les of

u and T were never activated, since only `laminar'

boundary conditions are needed for these variables

(like with any low-Re turbulence model), together with

the speci®cations of the k and e boundary conditions

listed in Table 2 and applicable for the viscous sub-

layer.

4. Characteristic parameters

The ¯ow con®guration considered in the present
study is schematically represented in Fig. 1(b).
Although mutually perpendicular, both air jets induce

co-current moments of inertia that normally create a
clockwise recirculating ¯ow pattern inside the cavity.
On the other hand, thermal buoyancy forces may act

di�erently from one region to another in the ¯ow
domain. The balance between inertia and buoyancy
forces may therefore vary signi®cantly according to the

local size and direction of both. In a mixed convection
regime, this will be a decisive factor for the ¯ow struc-
ture. The analysis should then involve the parameters
that might be relevant for the description of such

e�ects, either in local or in global terms.
It may be shown [37] that the present con®guration

of two buoyant jets emerging into a cavity with

imposed temperature walls is completely de®ned by the
following set of dimensionless parameters (cf. Fig.
1(b)): L/H, d/H, Reh, Frh, Rev/Reh and Yw.

Additionally, a global Froude number Frg and a global
Reynolds number Reg (=Rev+Reh) are convenient to
represent the global relations of inertia to buoyancy,

and inertial to viscous e�ects in the ¯ow domain. The
forced ¯ow characteristic velocity Uc [=(Uh+Uv)/2,
since dv=dh=d in the studied cases] is used as a refer-
ence to represent the results for the velocity ®eld.

5. Experimental results

5.1. Air inlet conditions: summary of the studied
con®guration

Local velocity and temperature measurements were
made to characterize the air ¯ow at the slot exits. The
transverse pro®les obtained at the symmetry plane of

the model (z/A= 0) are plotted in Fig. 3(a), (b) for
the horizontal and vertical jets, respectively. It may be
seen that the normal component of the mean velocity

in each jet is directed towards the respective adjacent
wall. Unlike for temperature, the pro®les of the
streamwise mean velocity along each jet slot centerline
present some asymmetries, as shown in Fig. 4.

However, the two-dimensionality of each jet exit ¯ow,
over the central 90% of the test cavity width in the
spanwise direction, lies within 210% of the respective

pro®le average value, um or vm.
The deviations from um and vm of the measured

values at z/A= 0 were used to apply slight corrections

to the pro®les of the streamwise velocity component of
Fig. 3(a), (b), thus giving the averaged jet discharge
velocities: Uh=0.49 m sÿ1 and Uv=0.59 m sÿ1. The
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studied con®guration (hereafter named test-case ) is

then de®ned by the following conditions: L/H = 1,

d/H= 1.92 � 10ÿ2, Reh=623, Frh=4.15, Rev/Reh=

1.215, Yv=1 and Yh=Yw=0. A corresponding Frg
value of the order of unity (=1.3, based on the mean

outlet temperature To=198C) clearly indicates the
presence of a mixed convection ¯ow regime.

5.2. Flow structure and temperature distribution

Local measurements were made on the symmetry

plane of the test cavity (z/A= 0) on a few hundreds of
points distributed by Cartesian non-uniform grids of
17 � 20 and of 11 � 10 for velocity and temperature,
respectively. As represented in Fig. 5, the ¯ow struc-

ture is characterized by a well centered clockwise circu-
lation, where no disturbance speci®cally due to the
buoyancy forces is visible, in spite of the mixed con-

vection regime. The air ¯ow develops itself preferen-
tially along the walls, and an important recirculating
¯ow is evidenced by a meaningful value Urm=0.46Uc

near the ¯oor and a rate of nearly three times that of
the injected air ¯ow. From Fig. 6(a), it can be con-
cluded that the global level of turbulence intensity is
independent of the quality of the ¯ow at the jet inlet

sections (for Itin < 10%, see Section 3.2). It is rather
determined by the turbulence shear production inside
the cavity, particularly in the early mixing ¯ow regions

of the jets. Similar conclusions could be drawn for the
temperature ¯uctuations (not shown here). On the
other hand, the central region of the recirculating ¯ow

is characterized by low values of velocity (<0.2Uc)
and of turbulence intensity (5 to 10%). From the mean
temperature distribution represented in Fig. 6(b), it is

Fig. 3. Transverse pro®les measured at z/A= 0 on the slot exits of the (a) horizontal and (b) vertical jets: streamwise [(a) u/Uc; (b)

v/Uc] and normal [(a) v/Uc; (b) ÿu/Uc] mean-velocity components, turbulence intensity It and dimensionless temperature Y
(H �=Hÿdh; Uc=0.54 m sÿ1, Tv=358C, Th=Tw=148C).

Fig. 4. Streamwise mean-velocity component measured along

the exit slot centerline of each jet, normalized by the respect-

ive average value: um=0.74 m sÿ1, vm=0.82 m sÿ1.
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seen that most of the ¯ow domain remains practically

isothermal (Y=0.25±0.3) and that the warm air issuing

from the vertical jet reaches the top wall. Actually, the

¯ow of the horizontal jet seems to be absent in the

symmetry plane, since the velocity values are too low

beneath the ceiling, where both jets should mix (see

Fig. 5(b)). This suggests the presence of three-dimen-

sional e�ects, which are pointed out in the z-pro®les of

the streamwise velocity component, shown in Fig. 7,

measured at locations S2 to S5 (cf. Fig. 1(b)): devi-

ations of up to 16% from the corresponding mean

values, in the central 2/3 of the test cavity width. It is

clear that the ¯uid ¯owing vertically (open symbols in

Fig. 7) passes preferentially through the central region

(between coordinates z/A 120.5), while the horizon-

tal ¯ows ®nd a preferential path in the proximity of

the guard walls (z/A 121). Except for the zone z/

A>0.5, the pro®les at S2 and S3 (solid lines in Fig. 7)

show opposite trends relatively to the corresponding

mean values. Thus, it may be concluded that the devel-

opment of the horizontal jet is strongly conditioned by

the impact of the vertical jet ¯ow: this latter is stronger

in the central region, where it breaks down the

momentum of the cold jet, which splits towards the

guard walls. Such observations were con®rmed by ¯ow

visualization, and explain the above mentioned vanish-

ing of the cold jet in the symmetry plane.

Considering each pro®le at the locations Si referred

to in Fig. 7 (see also Fig. 1(b)), the deviation of the

measured value at z/A= 0 from the pro®le z-averaged

value um or vm was adopted as a measure of the local

defect of the ¯ow from the desired two-dimensionality.
Thus, in order to provide more accurate data for com-
parison with the 2D numerical calculations, such devi-

ations were used to apply slight `2D corrections' to the
pro®les of the streamwise velocity measured in the
symmetry plane and passing through those Si lo-

cations. For example, the experimental values uexp of
the horizontal mean velocity component in Fig. 10(c)
(beneath the ceiling at x/L = 0.5) include the following

correction: uexp=umeas � fcorr, where the correction fac-
tor was evaluated as fcorr=(um/uz = 0) from the u-pro-
®le along z shown in Fig. 7 for S3.

6. Numerical results

In order to compare the performance of the di�erent

k±e models listed above, each of them was used separ-
ately, assembled in the same 2D calculation program,
to simulate the ¯ow for the test-case con®guration.
All models reproduce qualitatively the main features

of the recirculating ¯ow, as is exempli®ed in Figs. 8
and 9 with the solutions of model NH. However, some
discrepancies are found if the di�erent solutions are

compared in detail. Except for models JL, LS and D,
the predicted vertical velocity pro®les near the left wall
at y/H= 0.5 shown in Fig. 10(a) all exhibit a similar

shape, and maximum values that di�er by less than
16% from the maximum measured value (see Table 3).
The calculated pro®les in the vertical jet are thinner

Fig. 5. Results from the local measurements of mean velocity in the symmetry plane (z/A= 0): (a) velocity vectors; (b) lines of iso-

values of the velocity modulus (Uc=0.54 m sÿ1).
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than measured, thus indicating a greater laboratory jet

spreading rate in the symmetry plane.

Considering the turbulent viscosity in the near-wall

region of the vertical jet (e.g. x+ R 30±40, see Fig.

10(d)), the tested models can be cast into three groups.

Models CL, NH and TH predict intermediate values

of nt, which are likely to be the best approaches in this

region of the ¯ow. On the other hand, models JL and

LS clearly overpredict the turbulent di�usion in the

near-wall region (e.g., at x+ 1 10, given by LS is 6 to

7 times greater than that given by model NH); conse-

quently, the corresponding velocity and temperature

pro®les in the development regions of the wall jets are

¯attened, showing too low peak values (see Fig. 10(a)±

(c)), while wall heat losses are overestimated, resulting

in a too low temperature level in the almost isothermal

core (see Fig. 11). This tendency of model LS has been

observed by other authors in wall heat or mass trans-

fer problems, either in natural [12,38] or forced convec-

tion ¯ows [13,39]. The addition of an extra source

term in the e equationÐthe so-called Yap correction

[5]Ðis recommended as a remedy to ensure a correct

level of the dissipation length scales near the wall.

Finally, in contrast with JL and LS, the turbulent dif-

fusion in the near-wall region is rather underestimated

by models LB1, NT, MK and, most seriously, by

model D, in which case the ¯ow remains practically

laminar across the whole inner layer of the jet (i.e., x/

L < 0.006), thus leading to too sharp velocity and

temperature pro®les. Except for this last group, all

models present pro®les of the turbulence intensityÐ

qualitatively equivalent to those of k, since kA I 2tÐ

with two peak values, one in the inner layer and the

other in the outer layer of the vertical jet. The inter-

Fig. 6. Distributions of (a) turbulence intensity It and (b) dimensionless mean temperature Y, from measurements in the symmetry

plane of the test cavity.

Fig. 7. Pro®les of the streamwise velocity component

measured along the z-direction at stations S2±S5 (see Fig.

1(b)) and normalized by the corresponding mean value, um or

vm (solid and open symbols are used for u and v, respect-

ively).
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Fig. 8. Numerical results obtained with model NH: (a) velocity vectors plotted on every two grid nodes; (b) isovalues of the vel-

ocity modulus (Uc=0.54 m sÿ1).

Fig. 9. (a) Isovalues of turbulence intensity [It=(2k/3)1/2] and (b) of dimensionless mean temperature, as calculated with model

NH.

J.J. Costa et al. / Int. J. Heat Mass Transfer 42 (1999) 4391±44094402



Fig. 10. Comparison of the results obtained with the di�erent versions of the k±e model. Transversal pro®les in the wall jets: (a) ver-

tical velocity component and (b) temperature, at y/H = 0.5; (c) horizontal velocity under the ceiling, at x/L = 0.5; (d) turbulent vis-

cosity, (e) turbulence intensity and (f) turbulent shear stress, at y/H= 0.5.
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mediate minimum occurs around the location of maxi-

mum velocity (Fig. 10(e)), which is in general agree-

ment with the shape of the measured pro®le at y/

H= 0.5. As is typical for wall jet ¯ows [40,41], it was

experimentally observed that this is also the shape of

the streamwise velocity ¯uctuation pro®les along the

region comprised from y/d= 15±35 of the vertical jet,

in contrast with the normal velocity ¯uctuations,
which present only the second peak at about the same

distance from the wall.

It is also noteworthy that, except for model D, all
the tested models predict normal distributions of the

turbulent shear stress u 'v ' that qualitatively agree with
the typical behaviour for wall jet ¯ows [40,41] (see Fig.

10(f)). In all of them, u 'v ' passes from negative to posi-

tive slightly closer to the wall than the corresponding
location of maximum velocity. Again, the overesti-

mation by models JL and LS of the turbulent momen-
tum di�usion in the inner layer of the jet becomes

evident. In spite of the de®cient experimental infor-

mation in the immediate vicinity of the wall, Fig. 10(f)
allows to conclude that models CL, TH and NH pro-

duce reasonable approximations to the normal distri-
bution of u 'v ', particularly if the generally wider shape

of the measured pro®les for the vertical jet in the sym-
metry plane is considered.

The pro®les of the local Nusselt number along the

cavity walls, taken from the di�erent numerical sol-
utions, are plotted in Fig. 12. Apart from local details

in regions of separated ¯ow, discrepancies between

them are more evident on the left wall. Particularly
around its mid-height, the curves may be grouped into

three sets, just like the pro®les of nt in Fig. 10(d),
showing the direct relation between the turbulent dif-

fusion in the jet inner layer and the heat transfer to
the wall. Since the left wall is responsible for 50±70%

of the total heat transfer, the pro®les of Nu in Fig.

12(a) and their average values in Table 3(f) are also
closely related to the di�erent calculated values for the

Table 3

Particular values of some representative pro®les: maxima of (a) vertical velocity at y/H = 0.5; (b), (c) horizontal velocity at x/

L= 0.5, in the upper and lower halves of the cavity, respectively; (d) maximum temperature at mid-height and (e) temperature at

the center; (f) average Nusselt number on the left wall: Uc=0.54 m sÿ1; R: experimental values after 2D correction

(a) {vmax/Uc}Left (b) {umax/Uc}Up (c) {umax/Uc}Down (d) {Ymax}Left (e) YCenter (f) NuLeft

Exp. 1.006 0.913 (R) 0.437 (R) 0.471 0.267 ±

JLa ÿ14.1% ÿ24.5% ÿ25.8% ÿ8.5% ÿ10.5% 295.5

LS ÿ18.8% ÿ23.3% ÿ12.6% ÿ15.3% ÿ14.1% 295.0

NH +3.6% +1.1% +10.1% +6.8% +7.3% 191.7

NT +10.6% +7.8% +35.5% +24.3% +41.0% 146.1

MK +13.3% +7.1% +31.9% +29.0% +42.9% 151.8

TH +4.6% ÿ0.1% +22.9% +12.2% +17.9% 204.3

LB1 +15.0% +14.2% +45.2% +20.4% +30.0% 151.9

D +50.6% +20.4% +22.7% +53.7% +17.2% 158.4

CL ÿ5.6% ÿ11.1% +14.7% +0.5% +10.4% 234.7

NH(Prt,Ce3)var +5.3% +1.1% +18.0% +0,7% +1.3% 185.9

LS+corr. Yap ÿ1.9% ÿ6.3%% +13.8% +4.2% +18.4% 207.5

a See model codes in Table 2.

Fig. 11. Horizontal pro®les of the measured and calculated

mean temperature in the central region at mid-height of the

cavity ( y/H = 0.5).
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temperature level at the cavity center (see Fig. 11 and

Table 3). Actually, in the absence of experimental data

for the wall heat ¯uxes, this parameter was selected as

indicative of the global performance of the di�erent

turbulence models to evaluate the wall heat transfer in

the present con®guration. It may thus be concluded

that wall heat ¯uxes are most underestimated by

models MK, NT and LB1, by the same decreasing

order as they underpredict the turbulent di�usion in

the near-wall region (Fig. 10(d)). For model D, this

e�ect is globally attenuated, because it signi®cantly

overpredicts the wall heat transfer in the regions of

separated ¯ow (upper right corner, Fig. 12(b), (c)) and

reattaching ¯ow (Fig. 12(d)). On the other hand, as

expected, the wall heat ¯uxes are overestimated by

models JL and LS, leading to a too low temperature

level at the cavity center.

Fig. 12(b)±(d) show that, as compared to the others,

model NH tends to somehow overpredict the heat

transfer to the walls in the regions of attached ¯ow.

However, in the present con®guration, this feature

seems to contribute to a better approach for the corre-

sponding predicted temperature at the center. The

local minima of the Nusselt number given by models

NH, NT and MK on the bottom wall (Fig. 12(d), x/

L 1 0.9) are unrealistic. They illustrate the so-called

Fig. 12. Pro®les of the local Nusselt number along the walls, after the prediction with the di�erent versions of the k±e model.
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singularity problem, which is common to all low-Re k±

e models where the damping function fm depends on

the wall shear stress tw (implicitly through the de®-

nitions of x+
n and ut), going to zero at a point of sep-

arating or reattaching ¯ow. Consequently, the

turbulent viscosity calculated on a grid line passing

through such a point will always come out null regard-

less of the wall distance, which is physically impossible.

Anyway, in the context of the overall ¯ow pattern, the

importance of such singularity defects will depend on

the relative extent of the regions of separated ¯ow,

together with other factors: resolution of the numerical

grid parallel to the wall; possible coincidence of a grid

line with those physical singularities of the ¯ow; prox-

imity of another wall; etc. New versions of the low-Re

k±e model have been more recently proposed [32±35],

that eliminate this singularity problem, but still remain

to be tested in this class of con®ned mixed convection

¯ows.

Fig. 13 shows the e�ect of the Yap correction on the

local Nusselt number predicted along the four walls

with model LS. Drastic reductions of the wall heat

transfer are observed along the vertical warm jet, as

well as near the ¯ow reattachment on the bottom wall,

thus indicating a reduction of the predicted near-wall

turbulent di�usion at those regions. The overall

e�ectÐa 22% global reductionÐseems however exag-

gerated, since the resulting central temperature

becomes too high (see Table 3). Other e�ects of the

Yap correction are also presented in Table 3, meaning

signi®cant improvements in the velocity and tempera-

ture pro®les of the vertical jet, in which inner layer the

turbulent viscosity came to a level comparable to that

of model NH. On the other hand, the e�ect on Nu of

using variable Prt and Ce3 with model NH (see below)

is negligible and was omitted in Fig. 13.

From the above considerations, particularly those

relative to Figs. 10 and 11, and Table 3, it may be con-

cluded that the best overall agreement with exper-

iments is achieved with the model of Nagano and

Hishida [29]. The good overall quality of the results

provided by the model of CL in the same near-wall

re®ned grid (no active log-law wall-functions) should

be pointed out, especially taking into account that it is

not conceptually recommended for low turbulence

¯ows, nor to solve the turbulence transport equations

all the way to the walls, through the viscous sublayer.

This model can be here elected as the second best per-

forming one, ahead of most low-Re turbulence models

including the one of TH.

It should be emphasized that the adequacy of the

above models is however strongly problem dependent.

With the boundary conditions of the experiment

reported in [16], they were all compared to simulate a

mixed convection ¯ow con®guration with a single hori-

zontal, cold jet near the ceiling and heat being supplied

to the ¯ow by the heated ¯oor of the cavity. In this

case, the models of LB1 and NT provided the best

agreement with the measured temperature ®eld, by cor-

rectly predicting the experimental value at the isother-

mal core, while the models of NH, JL and LS

overestimated the wall heat transfer rate yielding too

high temperature values at the center.

Improvements of the results with the model of NH

Fig. 13. E�ect of the Yap correction on the prediction with model LS for the local Nusselt number along the four walls. Results

with model NH were kept for reference.
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were still achieved by two further assumptions: (i) a
variable turbulent Prandtl number, according to the

expression suggested in [42],

Prt � k�1ÿ exp�ÿx�n =A���
k 0�1ÿ exp�ÿx�n =B���

�6�

where A+=26, as in the original proposal, and the
values B+=50 and k '=k/0.55 were optimized to bet-
ter approximate the measured temperature ®eld; and
(ii) the `constant' Ce3 varying locally with the direction

of the mean-velocity vector as used by Henkes [9]:
Ce3=tanhvv/uv. By this way, the deviations of {ymax}Left
and yCentre from experiments were reduced to 0.7%

and 1.3%, respectively, with no signi®cant changes in
the ¯ow ®eld (see Table 3).

7. Conclusions

The mixed convection, nominally two-dimensional
air¯ow generated by two non-isothermal plane wall

jets inside a cavity has been investigated both exper-
imentally and numerically. Experimental data are
reported of the velocity and the temperature turbulent

®elds in the symmetry plane of a 1 � 1 m2 cross-sec-
tion cavity. Taking these as a basis, the numerical pre-
dictions obtained with nine di�erent formulations of

the k±e turbulence model were comparatively analysed
for validation purposes.
It was found that, particularly in the domain of the

wall jets, the low-Reynolds-number model of Jones
and Launder [19,20], and its extension by Launder and
Sharma [21] produce too high levels of turbulence
energy in the near-wall region, thereby overestimating

the wall heat ¯uxes. On the contrary, the models of
Myong and Kasagi [31], of Nagano and Tagawa [30]
and of Lam and Bremhorst [26], in this decreasing

order, underpredict the wall heat ¯uxes. A rather satis-
factory performance was achieved with a simpli®ed,
yet consistent formulation of the `near-wall model for

high Reynolds numbers' of Chieng and Launder [3,5]
(model CL), which, in the same ®ne grid, did not make
use of the inherent log-law wall-functions. However,
although su�ering from singular defects occurring near

separation/reattachment points of the ¯ow, the low-Re
model of Nagano and Hishida [29] provided the best
overall approach to the experimental data for the

tested con®guration. The results with this model were
still improved by varying the turbulent Prandtl num-
ber, Prt, and the `constant' Ce3, in the e equation,

according to appropriate functions. This methodology
was thus selected to be subsequently explored in sys-
tematic calculations for a parametric study of this type

of con®ned two-jet ¯ow problem, the results of which
will be reported in the near future.

Finally, it should be mentioned that universality can
not be claimed for the conclusions of the present vali-
dation study, since the performance of the investigated

models is problem dependent and particularly sensitive
to the extent and location of regions of unstable ther-
mal strati®cation. The authors acknowledge the limi-

tations of the present experimental results, mainly due
to the lack of measurements in the near-wall regions
and to deviations from two-dimensionality of the lab-

oratory modelled ¯ow, which were somehow reduced
by the application of `2D corrections'. The present
study could be usefully extended to other ¯ow con-
®gurations, e.g., the forced convection ¯ow over a

backward-facing step and the natural convection
within a rectangular cavity with di�erentially heated
vertical walls.
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